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Abstract : Digital transformation is both an opportunity

and a challenge. To take advantage of this opportunity for

humans and the environment, the transformation process

must be understood as a design process that affects almost

all areas of life. In this paper, we investigate AI-Based Self-

Adaptive Cyber-Physical Process Systems (AI-CPPS) as an

extension of the traditional CPS view. As contribution, we

present a framework that addresses challenges that arise

from recent literature. The aim of the AI-CPPS framework

is to enable an adaptive integration of IoT environments

with higher-level process-oriented systems. In addition, the

framework integrates humans as actors into the system,

which is often neglected by recent related approaches. The

framework consists of three layers, i.e., processes, semantic
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modeling, and systems and actors, and we describe for each

layer challenges and solution outlines for application. We

also address the requirement to enable the integration of

new networked devices under the premise of a targeted

process that is optimally designed for humans, while prof-

itably integrating AI and IoT. It is expected that AI-CPPS can

contribute significantly to increasing sustainability and

quality of life and offer solutions to pressing problems such

as environmental protection, mobility, or demographic cha-

nge. Thus, it is all themore important that the systems them-

selves do not become a driver of resource consumption.

Keywords: artificial intelligence; business process man-

agement; cyber-physical-systems; framework; Green AI;

process-aware information system.

ACM CCS: Computer systemsorganization→Embedded and

cyber-physical systems.
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1 Introduction

The networking of mechanical and electronic components

with their virtual representation through a corresponding

data infrastructure, generally found in a Cyber-Physical Sys-

tem (CPS) [1], is a currentmegatrend in science and industry

[2]. The vision is the connection of isolated embedded sys-

tems into a common network, creating distributed, highly

complex systems that can dynamically adapt and optimize

each other. This development is driven in particular by the

ongoing progress in Information and Communications Tech-

nology (ICT) and the trend towards the Internet of Things

(IoT) [3]. One of the most important application scenarios of

CPSs are Process-Aware Information Systems (PAISs) [4] and

specifically Workflow Management Systems (WfMSs), since

they are ubiquitous in companies across all sectors.

Integrating functionality of CPSs into WfMSs poses sev-

eral challenges (cf. [5, 6]) that are mainly caused by miss-

ing connectivity and communication abilities, as well as

by isolated and not interoperable systems [7–9]. That is,

high-level applications such as WfMSs only rarely have

access to or beneficially use information provided by low-

level IoT devices such as sensors or actuators. Research on

this problem of integrating CPS components into a larger

process context is still in its infancy [7–10]. At the same

time, humans play a crucial role in CPSs, on the one hand

as individuals interacting with physical actuators, and on

the other hand as central decision-makers with specialized

knowledge. In addition, Artificial Intelligence (AI) methods

that are inevitably required for reaching these goals are

only used to a limited extent. Current research with proper

consideration of these aspects is still in its infancy, reducing

the applicability of many methods in real-world scenarios.

We aim at addressing these issues by discussing a

framework for realizing CPSs in such a way that they

enable resource-efficient and adaptive processes involving

a wide range of IoT devices as well as human actors in

complex application scenarios. We refer to such systems as

AI-Based Self-Adaptive Cyber-Physical Process Systems (AI-

CPPS), since the focus here is on the integration of Busi-

ness Process Management (BPM) with AI methods as an

extension of the traditional CPS view. AI as an enabler in

CPSs has the potential to address the large heterogeneity

and dynamic complexity in such systems [11]. AI-CPPS thus

become self-learning and resilient by reacting intelligently

to unexpected situations and continuously improve in terms

of their benefits for humans as well as their sustainable

operation.

The main contribution of this paper is a generic frame-

work for AI-CPPS that can be adopted to systematically and

predictably design implementations for different applica-

tion areas. Typical application scenarios in which AI-CPPSs

can be used are found in heterogeneous, knowledge- and

planning-intensive (work) processes from areas such as

robotics [12], resilient supply chains and production [10,

13–16], services [11], smart cities [17], intelligent logistics

systems [18], and various other domains. The framework is

structured into three layers dealing with processes, seman-

tic modeling, as well as systems and human actors, along

which we discuss challenges and respective solution out-

lines. The remainder of this paper is structured as follows:

Section 2 describes the AI-CPPS framework in more detail,

with layer-specific challenges and the corresponding solu-

tion outlines. The application of the generic approach is

discussed for, and demonstrated on, two selected applica-

tion scenarios in Section 3. Finally, Section 4 summarizes

the paper and concludes with an outlook of future research

directions.

2 Framework for AI-based

self-adaptive cyber-physical

process systems

In this section, we present the framework for AI-CPPSs. As

already mentioned, AI-CPPSs aim to integrate AI methods

with BPM and provide the basis for more efficient, robust,

and resilient processes in cyber-physical environments (cf.

[13, 14, 16]). Compared to related approaches, we present a

generic framework for developing AI-CPPS in this paper. In

addition, we introduce application scenarios in which this

generic framework can be used and describewhat is needed

for application. In contrast to other related approaches, the

focus of the AI-CPPS framework is to integrate humans as

an actor into the framework. In the following, we present

a generic framework and General Challenges (GC) for apply-

ing themodel. Subsequently, we discuss concrete challenges

for each layer in Sections 2.1–2.3.

In Figure 1, the proposed framework with several lay-

ers for an AI-CPPS is illustrated. It consists of three layers:

(A) the process layer on top, which entails the simulation,

execution, and analysis of processes which are monitored,

controlled, or otherwise adapted by advanced AI methods

within the AI-CPPS framework, (B) the semantic model-

ing and integration layer, which links the processes to the

underlying systems by designing a semantic description to

integrate the components, and (C) the cyber-physical sys-

tems and human actors layer, which focuses on the systems

and ways humans interact with them as well as how human

actors should be represented in the processes. In this way,
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Figure 1: Framework for AI-based self-adaptive cyber-physical process systems.

the proposed framework provides a generic approach that

can be implementedwith any communication standard and

physical component or actor. In addition, we identify gen-

eral challenges from the literature that should be addressed

by each layer in the following.

2.1 General challenges

GC 1 Explainability and Trust in processes represent a

key challenge for the successful development and use of

AI-CPPS. A major driver of AI-based systems is Machine

Learning (ML), which is often based on statistical and mas-

sively parallel algorithms. This forms a correlation as a

foundation for process design, which is not necessarily

based on causal relationships. In addition, the complexity

of such approaches is very high and the resulting processes

and sub-processes are difficult to understand by humans.

In order to improve the explainability of systems and espe-

cially their behavior, semantic representations and sym-

bolic inference are often proposed in current research to

complement classical ML approaches [19]. Such approaches

usually increase transparency about the origin of data, its

interrelationship, and the parties involved in process design

and execution.

GC 2 Resource- and Energy Efficiency of Software

and ICT Systems is a rising focus area, especially with data-

driven and AI-based systems. The demand for compute-

and data transfer resources, as well as software-induced

obsolescence of hardware, require AI-CPPS (as well as all

other software) to take their resource- and energy efficiency

into account [20]. To achieve this, both the stakeholders and

the system landscape need to be included in the process

of assessing, interpreting, and optimizing the energy- and

resource efficiency along the life-cycle of the systems. For

AI-CPPS, the heterogeneity of the systems, the transfer of

the AI components from centralized to distributed Edge-AI

[21], and dynamically generated data from running process

instances are important challenges when trying to assess

the resource- and energy efficiency. While the hardware

design in edge systems is already very resource- and energy

efficient, the decentralization of the AI algorithmsmay have

positive influences on the resource consumption. However,

restrictions in the hardware, e.g., lower compute power,

limit the viable implementations. The modeling and engi-

neering of adaptive soft- and hardware for AI-CPPS there-

fore requires innovative approaches that take this limita-

tion into account and ensure efficient development and exe-

cution.

GC 3 Flexibility is the main argument in favor of dis-

tributed autonomous systems at present. This means that

in the event of a failure of system components (e.g., failure

of a service provider), other parts of the system automat-

ically realize allocation of resources to match the demand

in consultation with the other participants [22]. This also

affects processes that are executed in smart environments.

Since the focus of AI-CPPS is on processes, the flexibility of

processes during their execution should be enhanced. For

this purpose, advanced AI methods can be used to enable

more flexibility that is typically not given during execution

in standard WfMSs.

In the following, we address the layers of the frame-

work in detail, discuss individual research challenges for

each layer, and introduce possible solution outlines that can

be applied to better address the challenges. In Section 3, we

then present application scenarios inwhich AI-CPPSs can be

beneficially applied, and corresponding research artifacts

be created.
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2.2 Modeling, execution, monitoring, and
adaptation of cyber-physical processes

2.2.1 Problem statement

Recently, BPM [23] gained importance and high interest in

various applications domains, e.g., in companies and daily

businesses, in public administrations, as well as in smart

environments (e.g., [8, 9, 16, 24, 25]). The application of BPM

in cyber-physical environments is particularly promising,

as the low-level IoT devices provide crucial information

regarding the discovery and analysis as well as the execu-

tion and monitoring of processes. However, to benefit from

a stronger coupling, several challenges must be addressed

[5, 6, 9]. These challenges affect several phases of the BPM

lifecycle [23]: During Process Discovery, IoT sensor data can

be used to enhance the quality of resulting process models

mined from data. In addition, the data generated can be

utilized for Process Analysis, Process Redesign, and Process

Monitoring. However, the processing and use of IoT sensor

data that is generated during process execution and which

should be used for analyses, optimizations, and improve-

ments (cf. Process Mining [26]) is difficult, since IoT sensor

data is currently not combined with process data in event

logs. During Process Redesign, a further issue needs to be

addressed: the automatic adaptation of processes, as the

companies are faced with processes that are not modeled

in sufficient detail and lack the necessary flexibility during

execution to react quickly to exceptional situations. For this

purpose, enhanced flexibility is required. However, current

WfMSs do not offer the necessary (automatic) mechanisms

to adapt processes appropriately in the case of previously

unknown situations [4]. This poses a big problem in BPM,

namely the error-prone and time-consuming redesign of

processes that is primarily performed manually by domain

experts [5].

2.2.2 Research challenges

In order to benefit from more efficient, robust and, thus,

more resilient cyber-physical processes, a stronger coupling

between higher-level systems such as Enterprise Resource

Planning (ERP) systems, Manufacturing Execution Systems

(MESs), or WfMSs is required [8, 9, 24]. In the following,

we present a non-exclusive set of research challenges that

should be addressed to pave theway for IoT-based BPMand,

thus, to achieve the mentioned advantages. The research

challenges are based on existing literature (cf. [6]) and on

experiences with our physical smart factory (cf. [8–10, 13,

14, 24]) used for process-oriented research.

RC 1 Modeling and Execution of IoT-Based Cyber-

Physical Processes: To execute cyber-physical processes in

smart environments, it must be specified which activities

are executed in these processes andwhich resources should

be used to actuate them. Typically, this specification is cre-

ated manually by a domain expert using an appropriate

representation language. A challenge in this context is that

this modeling task is very time-consuming and requires

specific expert knowledge. In addition, there are many dif-

ferent languages that can be used to represent IoT-devices

in processes (see [27–29] for comprehensive overviews),

and it is difficult to decide which one is best-suited for the

current scenario. The choice of a modeling language has a

strong impact on the process execution and, thus, the used

execution engine.

RC 2 Monitoring and Adaptation of IoT-Based Cyber-

Physical Processes: During the execution, the process state

must be continuouslymonitored to enable real-time control,

to react to exceptional situations [10, 14, 15], or to optimize

the process, e.g., for efficiency. Due to the high volume,

velocity, and variety of IoT sensor data, it is a crucial chal-

lenge to monitor processes in near real-time and to react

to situations immediately. The two main steps for enabling

this, namely the definition of patterns that should be identi-

fied in IoT sensor data and the adaptation of processes that

failed during execution, are currently mostly performed

manually by domain experts. Consequently, both tasks are

laborious, even for domain experts, and pose certain chal-

lenges, especially in highly dynamic smart environments.

RC 3 Representation of IoT Sensor Data in Event Logs:

To perform process analyses and optimizations, process

event logs should be analyzed to identify and calculate

relevant process performance indicators (cf. [30]), e.g., the

cycle times of process activities or the utilization of process

participants such as resources. In this context, the high vol-

ume and variety of IoT sensor data enables a more precise

and real-time analysis of process executions directly in the

WfMS. Recently and without using IoT sensor data, only

small amounts of data are available in the WfMS to calcu-

late environment-related indicators. One major challenge

in this context is the representation of IoT sensor data in

process event logs, enabling to calculate such relevant and

more precise indicators in the WfMS directly or in other

related systems such as in process mining tools, i.e., Celonis

Execution Management System, IBM Process Mining, Fluxi-

con Disco. Currently, process event logs are represented by

using the eXtensible Event Stream (XES) format [31]. How-

ever, this standard has not been designed to represent IoT

sensor data besides process data. Consequently, the men-

tioned tools for process mining and WfMSs cannot use IoT
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sensor data besides process data to calculate indicators or

to perform process analysis [32, 33]. In addition, XES has not

been intended to integrate knowledge that is correlated to

the event data, which is however a major problem in BPM

[5].

2.2.3 Solution outlines

In this section, we present solutions to face the previously

discussed research challenges. The solutions outline ideas

on how to deal with the discussed challenges and also par-

tially address the general challenges presented at the begin-

ning of Sect. 2.

RC 1: Modeling and Execution of IoT-Based Cyber-

Physical Processes Modeling processes for cyber-physical

environments and executing them are difficult challenges.

However, the process of modeling processes can be sup-

ported by AI methods (cf. [10, 13–15]). We propose to apply

Case-Based Reasoning (CBR) as a workflow modeling assis-

tance [34] to utilize knowledge from previously created

processes for the current modeling phase. The main ben-

efit of using CBR is that previously captured knowledge

can be applied in similar situations, enhancing explainabil-

ity, trust, and confidence in automatically created process

models. However, CBR as a knowledge-intensive method

is incapable of solving each task by using cases [13, 14].

For this reason, integrating CBR with other AI methods

to a hybrid AI approach is promising. For example [13,

14], present the combination of knowledge-intensive CBR

with search-intensive automated planning for adaptation

of cyber-physical processes. This combined approach can

also be used to support users during the creation of process

models from scratch.

RC 2: Monitoring and Adaptation of IoT-Based

Cyber-Physical ProcessesWfMSs execute processes based

on a process model which is typically static, i.e., without the

possibility to react to failures apart from those explicitly

defined in the model. Since this is insufficient for cyber-

physical processes, where problems are too manifold to

be fully covered in a process model in advance, a solu-

tion is needed to enable process monitoring and failure

recovery of unexpected situations during process execu-

tion [15]. The MAPE-K control loop [35] is designed for this

purpose and proposes a loop consisting of four phases, i.e.,

monitor, analyze, plan, and execute, to detect and handle

exceptional situations during process execution [10, 36–38].

In these control loops, a process is monitored during the

execution in the cyber-physical environment. If a failure

occurs, the currently executed process as well as the envi-

ronment are analyzed to create a change request based

on the observed symptoms. This request is further refined

and transformed into a concrete change plan to adapt the

currently executed process in order to solve the detected

problem. Finally, the change plan is applied to the process

and execution is continued. While MAPE-K control loops

provide a blueprint for process monitoring and adaptation,

there are still issues with the implementation of these prin-

ciples in current WfMSs (cf. [10, 38]). This is because stan-

dardWfMSs typically neither allow gathering and analyzing

IoT sensor data directly nor executing low-level actuation

at the control level [8, 9, 24]. Asset administration shells

implemented as service-based architectures [24, 37, 39] can

encapsulate from low-level commands at the control level

and can be utilized with current representation languages

such as BPMN 2.01 to overcome these issues. In addition to

this, Complex Event Processing (CEP) engines can be used

to handle the IoT sensor data that is created during process

execution [10, 38].

RC 3: Representation of IoT Sensor Data in Event

Logs Current standard formats such as XES that are used

for representing process event logs have not been designed

to represent IoT sensor data besides process data, and this

aspect is only rarely investigated in current research. The

DataStream representation format [32, 33] can be used as an

extension for the established XES standard to allow a joint

representation of IoT sensor data in process event logs. The

main benefit of this approach is that IoT data can directly be

connected to activities in which the data is produced. Thus,

it is possible to use this data for analyzing and optimizing

processes.

2.3 Semantic modeling and integration

2.3.1 Problem statement

Cyber-physical systems are very heterogeneous and made

up of different components that generate a lot of differ-

ent data, which are often stored in isolated data silos. For

AI-based planning and monitoring of CPS processes, it is

necessary to describe the machine and human actors as

well as their data and involved systems in a machine-

comprehensible way. The semantic layer therefore focuses

on the design of a uniform semantic description that serves

the integration of all AI-CPPS components. Semantic tech-

nologies have their origin in the idea of the Semantic Web,

and originally served the purpose of making knowledge

from the World Wide Web accessible to computer sys-

tems. Particularly noteworthy is the Resource Descriptions

1 https://www.omg.org/spec/BPMN/2.0.2/.

https://www.omg.org/spec/BPMN/2.0.2/
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Framework2 (RDF) and its extension RDF Schema3 (RDFS),

which enable the identification, disambiguation, and link-

ing of information using computers. The capabilities of the

Web Ontology Language OWL4 go beyond this formaliza-

tion and allow logic-based formalization of concepts. Mean-

while, the use of semantic technologies such as ontolo-

gies and knowledge graphs in cyber-physical systems has

become established, for example to increase production

efficiency or to support predictive maintenance tasks in the

Industry 4.0 context [40].

2.3.2 Research challenges

RC 4 Unique Identification and Semantic Interoperability of

CPS Resources: Cyber-physical systems consist of a multi-

tude of different actors, components, devices, and services

whose relationships to each other need to be defined. The

creation of a unique global identification and distinctive-

ness of all CPS resources is a core requirement for the cre-

ation of an interoperable and traceable CPS environment.

Therefore, the semantic layer (Layer B) has to provide an

integrative approach by describing the different physical

actors and resources (Layer C) for the process planning

procedures from Layer A in an addressable and identifiable

way.

RC 5 Formalizing Knowledge into a Machine-Readable

Structure: To achieve the vision of fully networked cyber-

physical systems, one of themain requirements is to seman-

tically network the multitude of different devices and sys-

tems and to integrate their data as a basis for decision-

making. One example is the processing of information from

condition monitoring systems [41]. To do this, it is neces-

sary to formalize corresponding knowledge into amachine-

readable structure. The definition of domain knowledge in

an ontological structure is an essential, but time-consuming

and complex process. A major problem in creating interop-

erable semantic descriptions in constantly evolving systems

is the resulting semantic heterogeneity. Therefore, semantic

concepts from different parties must be integrated with

each other and ambiguities need to be removed [42].

RC 6 Semantic Data Integration and Analysis is a central

challenge ofmodern CPSs. It requires the dissolution of data

silos and the integration of legacy databases, as they often

occur in grown structures. Concurrently, solutions must

be found to deal with outdated, incorrect, and duplicated

data sets. Conventional, centralized approaches such as the

2 https://www.w3.org/TR/rdf-concepts/.

3 https://www.w3.org/TR/rdf-schema/.

4 https://www.w3.org/TR/owl2-overview/.

traditional Extract-Transform-Load (ETL) process are too

inflexible and rigid in this respect.

2.3.3 Solution outlines

RC 4: Unique Identification and Semantic Interoperabil-

ity of CPS Resources: In RDF, each resource is identified

by an Internationalized Resource Identifier (IRI). To achieve

unique identificationwithin the AI-CPPS environment, each

resource is assigned an identifier in the form of a Uni-

form Resource Identifier (URI), a subform of IRI. In the

AI-CPPS context, all material and non-material components

are referred to as resources. These include, for example,

physical components such as machines, sensors and actors,

but also documents, software services or internet resources.

RC 5: Formalizing Knowledge into a Machine-

Readable Structure: The fundamental goal of formaliz-

ing and defining an ontological knowledge base is to rep-

resent information in a machine-readable form. On this

basis, new, implicit facts can then be inferred by reason-

ing engines. To reduce the effort for ontological modelling

of the AI-CPPS environment, both W3C recommendations

and industry standards are used in addition to individual

domain ontologies. Examples are the Semantic Sensor Net-

work Ontology (SSN)5 or the Web of Things (WoT) Thing

Description6 or, for thefield of industrialmanufacturing, the

OPC-UA Companion Specification.7 The use of widespread

ontological standards also simplifies the rapid integration

of new concepts that become necessary, for example, due

to changes in the physical layer. Hence, it is much easier to

keep the ontological knowledge base up to date. To resolve

the problem of semantic heterogeneity, where the same

facts are expressed in different ways, AI-CPPS uses specific

ontology matching techniques to merge ontologies [43].

RC 6: Semantic Data Integration and Analysis: To

integrate the heterogeneous data silos, AI-CPPS uses the

ontology-based integration approach (OBDI), where the dif-

ferent databases are described in a common ontological

structure [44]. Central data access to the various data in AI-

CPPS takes place via a knowledge graph structure. Queries

are submitted by using the SPARQL query language and

federated via the graph into the respective database lan-

guages of the databases (e.g., SQL). The query result is then

returned as an SPARQL result. This virtual data integration

5 https://www.w3.org/TR/vocab-ssn/.

6 https://www.w3.org/TR/wot-thing-description/.

7 https://opcfoundation.org/about/opc-technologies/opc-ua/ua-

companion-specifications/.

https://www.w3.org/TR/rdf-concepts/
https://www.w3.org/TR/rdf-schema/
https://www.w3.org/TR/owl2-overview/
https://www.w3.org/TR/vocab-ssn/
https://www.w3.org/TR/wot-thing-description/
https://opcfoundation.org/about/opc-technologies/opc-ua/ua-companion-specifications/
https://opcfoundation.org/about/opc-technologies/opc-ua/ua-companion-specifications/
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means that the databases themselves do not need to bemod-

ified and no knowledge about the individual data silos is

required when formulating the global query, as the central

vocabulary of the knowledge graph can be used for query

formulation instead [45].

2.4 Human actors and CPS

2.4.1 Problem statement

While the automated processes in CPS are addressed in

Layer A, the humans involved and their interactionwith the

CPS should not be neglected either, as a lack of representa-

tion of the complex heterogeneous actors results in lower

realism and can thus lead to higher planning uncertainty,

lower adaptability as well as performance degradation [46,

47]. In the past, however, people have usually either not

been included in the modeling process at all or have only

been considered as simple actors with homogeneous char-

acteristics that have a predictable influence on processes

themselves [48, 49]. Furthermore, if there is a need to adapt

behavior of human actors the factors impacting people’s

decision-making must be known and modeled to a cer-

tain extent. However, appropriate representation of human

actors is not a trivial task, as their behavior is influenced

by a variety of external and internal factors (e.g., needs,

intentions, preferences, motivations, skills, perceptions, or

options) [50]. Agent-based modeling can be used to model

actors involved as digital human twins. The integration of

cognitive processes, such as perception, information pro-

cessing and decision-making has already been established

in [51].

In addition, we need a structural representation

of environments containing CPS in which both agent-

generated demand and the supply of services by different

providers can be brought together. This can be, for example,

mobility by public transport or the short-term logistics of

supply chains to individual orders. This is important to

test different strategies to optimize time-efficiency, cost-

effectiveness, and environmental footprint. These solutions

should also be flexible in the face of short-term changes

in demand and capacity shortfalls. In the resulting model,

emergent effects might also be identified and investigated.

One application scenario is further described in Section 3.2.

2.4.2 Research challenges

RC 7 Agent-Based Modeling and Psychological and Behav-

ioral Theories: By representing human actors using agent-

based modeling techniques, the overall system becomes

more complex, partly due to emergent effects, which can

lead to less transparency and thus a lack of trust. In addi-

tion, the modeling process itself often appears arbitrary,

since it requires assumption about, e.g., which factors influ-

ence decision-making and which rules generally apply to

decision-making and action execution [52]. Therefore, one

of the challenges that arises in this layer is the explainability

of the models.

RC 8 Transferring Agent-Based Models to Different

Application Areas, Contexts or Populations: An essential

requirement for the described model is its transferability

to different application areas and scenarios. The complex-

ity of agent-based models for the adequate representation

of human actors can hinder the transferability as well as

the scalability of the model (runtime, resources). Therefore,

developing methods for developing distributed AI in the

context of CPPS is another challenge. One research question

here is how distributed and autonomous learning intel-

ligent subsystems can aggregate knowledge in the pres-

ence of limited channel capacity [53] to generate knowl-

edge growth in the overall system [54]. Distributed and

incremental learning [55] have various advantages over

classical centralized methods. Sharing model knowledge

instead of raw data allows global learning even in appli-

cation domains where sufficient communication infrastruc-

ture has not been available so far. Furthermore, sharing

model knowledge only allows for better privacy protection

[56]. There are still open research questions in the devel-

opment of information-theoretic metrics to evaluate the

quality of the developed distributed AI systems in terms

of their mutual information during learning in combina-

tion with the limited communication channels. A further

research question here is how model knowledge can be

transferred [57] between different systems using a transfor-

mation between systems model knowledge. Through this,

for example, model knowledge in one system could be fur-

ther used and improved in a similar system. Thus, it must

be investigated whether the modeling of human actors in

AI-CPPS can be generalized in a way that it can be used

in different environments with as little adaption effort as

possible. One approach could be reducing the complexity of

the modeling without neglecting the adaptation to a specific

scenario.

RC 9 Interdependence between System andHumanActor

Behavior: The behavior of human actors within a AI-CPPS

can have a massive impact on its performance and effi-

ciency. Particularly challenging is the mutual interference

between human actors and other components of the sys-

tem. On the one hand, human actors can be encouraged

by techniques such as nudging to make better decisions
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with respect to the overall system, while on the other hand,

the behavior of the system with respect to usability, avail-

ability, or costs in turn influences the decisions of users

[58]. Furthermore, the system must be able to respond to

short-term changes caused by spontaneous and unexpected

decisions of human agents. So, there is a tradeoff between

optimal performance with fixed scheduling and allowing

flexibility for short-term adaptations.

2.4.3 Solution outlines

RC 7: Agent-Based Modeling and Psychological and

Behavioral Theories: To enhance the realism of the

mapped actors, we use a combination of agent-basedmodel-

ing and enrich it withwell-supported theories frompsychol-

ogy and behaviorism. These theories can be used to spec-

ify the behavior of actors to increase the model’s explain-

ability. For instance, motivational psychology has proposed

different approaches to explain motivation and behavior in

different situations. Basically, situation-specific (e.g., incen-

tives) and person-specific (e.g., needs, goals) influences are

decisive [59]. Integrating these theories, which are often

empirically studied repeatedly, should be done in a mod-

ular way in order to allow an exchange of these theories

if necessary, e.g., with a changing context. Thus, a higher

transferability of the model is intended, too. A modular

structure with defined interfaces to the remaining model

components is supposed to achieve a faster development

of agent populations for specific scenarios and application

areas. Documentation is the key to reproducibility and adap-

tation of models, i.e., the used theories, submodels and their

interaction, as well as input and output of the agent model

have to be captured in a structured way (e.g., by using

protocols like the ODD [60]).

RC 8: Transferring Agent-Based Models to Differ-

ent Application Areas, Contexts or Populations:We pro-

pose one approach which aims to collect human expert

knowledge [61] by simple algorithms and easily understand-

able mathematical operations to ensure transparency and

explainability and thus build trust. Knowledge collected in

systems is processed for similar systems in order to accel-

erate the often time-consuming training process through

collaborative learning and to improve the speed of adap-

tation to acute changes across systems. In the course of

the investigations, the relationship between information

exchange and knowledge growth in the subsystems is also

to be examined with regard to their energy efficiency. For

this purpose, current approaches to federated or transfer

learning, among others, are investigated and extended. The

goal is to identify and exploit optimization potentials for the

efficient exchange of model or metadata [62].

RC 9: Interdependence between System and Human

Actor Behavior: The interaction between human actors

and CPS has already been addressed by [63] using the

example of cyber-physical social systems (CPSS) in passen-

ger transportation systems. Here, the influences of user

decisions on the system were demonstrated. Then it was

shown how offering single rides and shared rides affects

the users decisions and thus the system performance and

how pricing can be used to impact decisions. It is planned

to further pursue these approaches and to investigate their

transferability to other scenarios. To achieve this we plan

to build a simulation to verify algorithmic approaches and

identify resulting effects. Some of the required informa-

tion about the spatial structure of the environment to be

modeled for the simulation can be obtained for example

by selecting, analyzing, and processing OpenStreetMap8

data, since this provides open access to a wide variety of

information.

2.5 Concluding remarks

The nine presented research challenges and solution out-

lines within the three layers of the framework address par-

tially GC 1 and GC 3. Since GC 2 is an overarching challenge

that is relevant in all three layers of the framework, we

want to address it here separately. Assessing the resource-

and energy efficiency of software in general, and AI-CPPS

in particular, is a complex task. However, it gains increased

attention in science and society [64, 65], so it also needs

to be addressed in this context. The approach we follow

is to devise a measurement and analysis model to assess

the resource- and energy efficiency. In general, it is based

on the work of [66], who described criteria and a mea-

surement model for assessing the resource- and energy

efficiency of software products. We apply the work to use

cases in the context of AI-CPPS, comparing e.g., different AI

models, architectures, and implementations to determine

and optimize the software induced energy- and hardware

usage [67]. Furthermore, we iterate the model to expand

it towards AI-based systems [68]. Making the sustainability

metrics and indicators transparent is a first step to include

all stakeholders [69, 70] and enable them to develop, dis-

tribute, procure, use, optimize, and dispose of the systems

sustainably.

8 https://www.openstreetmap.org/.

https://www.openstreetmap.org/
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Figure 2: Process-based control of the Fischertechnik Smart Factory. (Based on: [9]).

3 Application scenarios

To illustrate the previously proposed AI-CPPS framework,

two selected application scenarios from classic CPS areas

are proposed in the following section. The focus of the

generic AI-CPPS framework is to enable the use of advanced

AImethods in BPM or other disciplines. By abstracting capa-

bilities from the IoT environment and semantically enrich-

ing them, several AImethods canbe created, experimentally

developed, and tested at both the processes top layer and the

bottom layer systems and actors. In the following, we briefly

sketch how the proposed challenges from each layer can be

concretely addressed and how they can be implemented in

a real-world setting.

3.1 AI-CPPS in smart manufacturing

Industrial manufacturing with its heterogeneous actuators

and sensors, as well as the complex interaction between

humans and machines are a main field of application for

AI-CPPS. In the following, we present the smart factory

used for process-oriented research in the context of smart

manufacturing. Figure 2 illustrates the used Fischertechnik

smart factory from the University of Trier.9

The smart factory is used to simulate production pro-

cesses at a small-scale while maintaining properties of

real-world manufacturing environments, such as runtime

behavior and ad-hoc interactions with the physical world

[8, 9]. In this context, we use sheet metal production pro-

cesses as a placeholder for other arbitrary industrial pro-

cesses.

3.1.1 Layer A: processes

In Figure 2, a BPMN process is illustrated that can be exe-

cuted in the smart factory. We use the Camunda BPM Plat-

form10 as WfMS for modeling and executing production

processes. Single activities are modeled as BPMN 2.0 service

tasks that invoke a web service that performs the required

activity.

9 Fischertechnik is a company producing modules for small scale

simulating factories. Information can be found at https://www

.fischertechnik.de/en/simulating/industry-4-0 and information regard-

ing our custom model at https://iot.uni-trier.de.

10 https://camunda.com/.

https://www.fischertechnik.de/en/simulating/industry-4-0
https://www.fischertechnik.de/en/simulating/industry-4-0
https://iot.uni-trier.de
https://camunda.com/
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3.1.2 Layer B: semantic models

In order to control the smart factory in a process-oriented

way, a service-oriented architecture as middleware is

needed. The middleware acts as an asset administration

shell [39] and, thus, encapsulates and abstracts from low-

level control code, enabling simple execution of capabil-

ities in higher-level systems such as WfMSs. In previous

work [9, 24], we proposed such a service-oriented architec-

ture. In addition, each web service is semantically enriched

by its precondition, effects, and parameters. For example,

the actuator of a service is given as a parameter during

service invocation. This in turn leads to the fact that the

machine resources must also be semantically modeled in a

domain ontology. For this purpose, we developed a domain

ontology FTOnto [71] that provides knowledge about the

entire manufacturing environment and its manufacturing

capabilities by using already existing ontologies such as

MAnufacturing’s Semantics ONtology (MASON) and Seman-

tic Sensor Network Ontology (SOSA). MASON is used to

describemachines andworkstations, and SOSA to formulate

the relationships between sensors and actuators as well as

the measured data. The alignment of both ontologies thus

creates a standards-oriented central knowledge base that

can be easily adapted to changes in the physical world.

3.1.3 Layer C: systems and actors

At the bottom layer, the hardware system components and

actors are contained. In the smart factory used, machine

resources controlled by controllers are the actors in the

AI-CPPS. In addition, we integrate a small human worksta-

tion with which we emulate human-machine interaction

and manual production steps. Besides the integration of

humans in the production process, we build a dashboard in

which the IoT sensor data streams are depicted for decision

support of workers.

3.2 AI-CPPS in smart transportation

Residents of rural regions are often dependent on per-

sonal cars for everyday errands, leading to inefficient trips

and higher environmental pollution. At the same time,

online retail is growing and displacing regional suppliers,

which further deteriorates local supply and intensifies the

problem of inefficient mobility. Intelligent networking of

actors with each other and with the public infrastructure

according to the architecture of AI-CPPS can counteract

these developments.

3.2.1 Layer A: processes

Processes can be used tomodel, for example, transportation

routes of suppliers or for personal traffic routes. This more

process-oriented view enables optimization and scheduling

of different process activities. In addition, it is possible to

build end-to-end processes in which also previously and

subsequently required activities are modeled. This end-to-

end process view leads to a more profound understanding

of the activities and enables targeted decision support for

process participants, e.g., by using smartwearables (cf. [25]).

3.2.2 Layer B: semantic models

Within the semantic layer, the knowledge base relevant to

this use case must be built. For this purpose, we recom-

mend the use of existing ontologies, e.g., formodeling traffic

and weather conditions or public infrastructures. In this

way, the data from the different private and public sources

can be interlinked and combined to make higher-value

decisions [72].

3.2.3 Layer C: system and actors

At the lower AI-CPPS level, it is necessary to model the

scenario with its different actors including their objectives,

demands, and supplies. The (human) actors and their cog-

nitive activities can be modeled using, e.g., the BDI agent

architecture [73]. Another central component is the repre-

sentation of the spatial structure of the region under con-

sideration. This can be achieved using data from publicly

available sources such as OpenStreetMap,11 as described in

Section 2.3. Based on such a model, the situation in the real

world can then be virtually simulated.

4 Conclusions

In this paper, we discussed the need for process-oriented

CPSs and presented a generic framework for AI-CPPSs. At

the beginning, three general challenges (cf. GC 1–GC 3)

of the creation of explainable, resource-efficient and flex-

ible CPSs are described. The introduced framework is

divided into three layers, for which three specific research

challenges and the respective solution outlines were

11 https://www.openstreetmap.org/.

https://www.openstreetmap.org/
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discussed.WithinLayer A, processmodeling, execution, and

analysis take place. The modeling and execution of IoT-

based cyber-physical processes is supported by AI meth-

ods like CBR and AI planning to reuse experiential knowl-

edge (cf. [13, 14]). Within Layer B, the physical actors as

well as their data and involved systems are described

in a machine-understandable and unique form. Within

an ontological knowledge base, the entire AI-CPPS envi-

ronment is described by applying existing standards and

their alignment. In addition to classic CPS components,

such as actuators or sensors, Layer C focuses especially

on the role of human actors. To achieve this, AI-CPPSs use

agent-based modelling methods to simulate human actors

in complex environments. Finally, two selected scenarios

from the fields of manufacturing and intelligent transport

were presented to illustrate our framework. In this way,

the AI-CPPS framework provides a basic approach to the

design of process-aware, adaptive, and sustainable CPSs and

combines different research areas such as Green Artificial

Intelligence, Business Process Management, or Agent-Based

Modeling. However, adapting the presented framework to

the real world is not a trivial task. As the example sce-

narios for manufacturing and transportation presented in

Section 3 show, each application requires further research

to extend and specify the described model. Another chal-

lenge is that, unlike application in a modeled environment,

which allows evaluation of the framework under controlled

conditions, real-world scenarios require bringing together

many actors with different preferred technologies. There-

fore, it is necessary to further investigate the iterative inte-

gration of different actors and technologies in the given

application areas. Furthermore, in the future, the AI-CPPS

framework is to be applied to further CPS application areas

and the solution outlines described in the various layers are

to be worked out and implemented.
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